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Spirometry is the gold standard for evaluating lung functions. Recent research has proposed that mobile devices can measure

lung function indices cost-efficiently. However, these designs fall short in two aspects. First, they cannot provide the

flow-volume (F-V) curve, which is more informative than lung function indices. Secondly, these solutions lack inspiratory

measurement, which is sensitive to lung diseases such as variable extrathoracic obstruction. In this paper, we present EarSpiro,

an earphone-based solution that interprets the recorded airflow sound during a spirometry test into an F-V curve, including

both the expiratory and inspiratory measurements. EarSpiro leverages a convolutional neural network (CNN) and a recurrent

neural network (RNN) to capture the complex correlation between airflow sound and airflow speed. Meanwhile, EarSpiro

adopts a clustering-based segmentation algorithm to track the weak inspiratory signals from the raw audio recording to

enable inspiratory measurement. We also enable EarSpiro with daily mouthpiece-like objects such as a funnel using transfer

learning and a decoder network with the help of only a few true lung function indices from the user. Extensive experiments

with 60 subjects show that EarSpiro achieves mean errors of 0.20𝐿/𝑠 and 0.42𝐿/𝑠 for expiratory and inspiratory flow rate

estimation, and 0.61𝐿/𝑠 and 0.83𝐿/𝑠 for expiratory and inspiratory F-V curve estimation. The mean correlation coefficient

between the estimated F-V curve and the true one is 0.94. The mean estimation error for four common lung function indices

is 7.3%.
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1 INTRODUCTION
Spirometry is the most common test to assess lung function by measuring how much air and how fast one can

breathe in and out of his/her lung. Spirometry is often used to diagnose chronic respiratory diseases (CRDs),

such as chronic obstructive pulmonary disease (COPD) and asthma. In addition, health experts and governments

call for regular spirometry screening for those in high-risk occupations, such as coal workers, even if they have

no symptoms of lung function disorders [1, 15]. Also, doctors suggest smokers take spirometry tests regularly to

track lung function impairments before developing any symptoms.

A standard spirometry test requires a subject to expire and inspire forcefully [30] while a spirometer, an airflow

measurement device, measures his/her lung function. Although there are various types of spirometers on the

market, few of them are suitable for daily use. Traditionally, spirometry is performed in clinics and hospitals

using conventional spirometers. Although accurate, these spirometers are often too large and heavy and are only

available in clinics. Alternatively, portable spirometers are much smaller than those in clinics but have similar

accuracy, which makes them more suitable for home use than clinical spirometers. However, their costs are too

high (normally more than 2,000 USD [12, 14]), and this is a huge obstacle for users, especially for low-income

families.

Recently, researchers have developed smartphone-based systems to conduct spirometry [27, 33, 37, 50]. These

designs significantly reduce the cost of spirometry while preserving an acceptable level of accuracy. However, the

main target of these designs is to measure four expiratory lung function indices, and there is still a gap between

these systems with a real spirometer. First, in addition to the lung function indices, a real spirometer can also

measure the F-V curve (introduced in Sec. 2). Second, these designs can only support expiratory measurement,

while a real spirometer also contains inspiratory measurement. The following explains why these two aspects

are important for spirometry. (i) The F-V curve is important information in spirometry for two reasons. First,

its shape is a direct indicator of certain lung function impairments [58] (Fig. 2). For example, a concave shape

of the expiratory limb may imply obstructive lung function (Fig. 2(b)). Secondly, the F-V curve is required in

clinics for quality control [30]. That is to say, after a subject performs a spirometry test, doctors should assess

the quality (i.e., usability) of the spirometry result by observing the shape of the F-V curve because different

deficiencies when conducting the spirometry will produce F-V curves of different shapes (Fig. 3). For example,

the ATS/ERS standard requires the subject to make his/her maximal effort in the expiration phase so that a clear

peak should be observed in the F-V curve (Fig. 2(a)). If the user fails to do so, the F-V curve will display a rounded

shape instead of a clear peak (Fig. 3(a)). This is important, especially for home spirometry, where assistance

from doctors and technicians is absent. Imagine a scenario when a patient conducts spirometry at home and

uploads the result to his/her doctor remotely. If the uploaded data only contains the lung function indices, the

doctor can only assume the patient performs the spirometry correctly and use these data to assess the user’s

lung condition. Nevertheless, if the F-V curve is also included, the doctor can evaluate whether the spirometry is

correctly conducted and further decide whether the spirometry data is reliable. (ii) The inspiratory measurement

is important in spirometry because it is sensitive to some diseases such as variable extrathoracic obstruction

[22, 36, 56]. For the patients with this disease, the inspiratory limb of the F-V curve shows a flattened pattern

while the expiratory limb is almost the same with a healthy subject (e.g., Fig. 2(d)). Additionally, inspiratory
measurement can also be used to evaluate whether the air in the lung is expired completely [30]. That is to say, if

the user does not expire the air out of his/her lung completely, but the inspiration is conducted correctly, the

expiratory limb and the inspiratory limb will be mismatched (e.g., Fig. 3(c)).
To solve the above limitations, we ask: Can we design a mobile spirometry system that can measure the full

F-V curve, including both the expiratory and inspiratory measurements, just like a real spirometer? Inspired by

previous works [27, 37], our observation to design such a system is that airflow will generate sounds when

passing through a constrictive area, such as an individual’s airway [26, 35], and this airflow sound correlates with
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(a) (b) (c)

Fig. 1. Users using EarSpiro. (a) Use EarSpiro with a standard mouthpiece. (b) Use EarSpiro with a funnel. (c) Ground truth
data collection.

the flow rate [24]. When a mouthpiece controls the user’s mouth posture, the produced airflow sound mostly

depends on the flow rate. Therefore, we can interpret the airflow sound signal into the corresponding real-time

flow rate by capturing such a correlation and further derive the F-V curve. We propose to use microphones

embedded in earphones to collect the airflow sound. The benefits of this design are two-fold. First, the collected

airflow sound is of high quality. This is because the airflow sound generated from the respiratory system can

easily propagate through the tissues and bones of the head and the auditory tube through bone conduction [46].

Therefore, an earphone can collect airflow sound even if the airflow sound is weak, as in the case of inspiration.

Intuitive evidence of this claim is that one can easily hear his/her breathing sound even if the breathing rate is

slow. Second, if an earphone is used to collect the airflow sound, the sound propagation distance is fixed, and the

user does not need to manually maintain the distance between the mouth and the microphone since the sound

intensity changes with distance otherwise.

With the above observations, we propose EarSpiro, an earphone-based spirometry solution that can measure

the whole F-V curve, including both the expiratory and the inspiratory measurements. To use EarSpiro, a user

needs to wear a pair of microphone-equipped earphones and perform a standard spirometry maneuver (as

introduced in Sec. 2) through a mouthpiece (Fig. 1(a)). The mouthpiece is used to maintain the user’s mouth

posture to ensure the consistency of the airflow sound. Apart from the standard mouthpiece, we envision that

EarSpiro can also be used with any customized, mouthpiece-like object such as a funnel (Fig. 15) since these

objects can also control the user’s mouth posture. In this way, users of EarSpiro can use daily funnel-like objects

to perform the lung function assessment (Fig. 1(b)).

Although promising, designing such a system is challenging. The first challenge is that interpreting airflow

sound to flow rate is hard since there is no well-developed solution to derive flow rate directly from airflow

sound. We use a deep learning approach to model this complex correlation to resolve this challenge. The second

challenge is that the inspiratory measurement is difficult because the inspiratory sound can be too weak to collect

due to the low flow rate. In this case, environmental noise can easily mask the inspiratory signal. To resolve this

challenge, we design a clustering-based segmentation algorithm to precisely extract the inspiratory signal from

the entire signal. The third challenge is extending EarSpiro’s function so that EarSpiro can work with not only

the standard mouthpiece but also daily funnel-like objects. This is difficult because the airflow sound generated

using a funnel differs from that of a standard mouthpiece (see Sec. 4.3.3). This means a new model needs to be

trained for EarSpiro every time a new funnel is used. However, the ground truth flow rate when using a funnel
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Fig. 2. The F-V curves of different lung conditions. (a) Normal. (b) Obstructive lung disease. The expiratory limb exhibits
a steeple shape [30]. (c) Restrictive lung disease. The shape of the curve is reduced in size [58] (d) Variable extrathoracic
obstruction. The inspiratory limb is flattened [51].
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(b) Slow start
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Fig. 3. F-V curves of unacceptable maneuvers. (a) Sub-maximal expiratory effort. The shape of the expiratory limb is rounded
[30]. (b) Slow start. The peak occurs late in the expiratory limb [30]. (c) Sub-maximal expiration. The inspiratory volume is
larger than the expiratory volume [30]. (d) False start. The hesitation time at the beginning of the F-V curve is overlong [30].

is unavailable because no spirometer can match with an arbitrary funnel. Therefore, training a new model is

infeasible. Besides, it is impractical to train a new model for every funnel-like object. To resolve this challenge,

we leverage the fact that most patients know their lung function indices (from previous clinic visits), and healthy

users can easily obtain them after a clinic visit. Therefore, we use a deep decoder network to generate virtual

flow rate samples from the lung function indices. Then we use transfer learning with the virtual samples to adapt

the basic deep learning model to the new funnel.

The contributions of this work are summarized as follows. First, to the best of our knowledge, EarSpiro is the

first earphone-based solution for spirometry measurement. In addition, EarSpiro is the first mobile spirometry

system to estimate the entire F-V curve, including expiratory and inspiratory measurements. Secondly, we design

algorithms to solve practical challenges in our system, including a clustering-based segmentation algorithm

to extract the weak inspiratory signal, a hybrid CNN-RNN deep learning architecture to model the complex

correlation between the flow rate and the airflow sound, a transfer learning framework to enable EarSpiro on any

funnel-like objects leveraging the virtual flow rate samples generated from a decoder network. Finally, we build

a prototype for EarSpiro and conduct extensive experiments with 60 subjects to evaluate the performance of

EarSpiro.

The rest of this paper is organized as follows. Sec. 2 introduces the background information and Sec. 3

provides an overview of the design of EarSpiro. Sec. 4 elaborates on the design details and Sec. 5 introduces

our implementation of the EarSpiro prototype. Sec. 6 evaluates the performance of EarSpiro. Sec. 7 discusses
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the limitations of this research and provides future research directions. Sec. 8 discusses the related work of this

research and Sec. 9 concludes this paper.

2 BACKGROUND
In this section, we first briefly discuss spirometry’s principles, process and outcomes. Then, we discuss why we

can estimate spirometry by analyzing the airflow sound caused by forced expiration and inspiration.

2.1 Spirometry
Spirometry is a standard method to assess lung function. During a spirometry test, a subject is asked to maintain

an upright sitting posture and perform the spirometry maneuver, which includes the following three steps: (1)

maximal inspiration, (2) expiration with maximal effort until no more air can be breathed out, (3) inspiration

with maximal effort until no more air can be breathed in [30]. A spirometer records the real-time flow rate and

air volume during the above maneuver. When the maneuver is over, the spirometer outputs an F-V curve whose

shape can reveal a characteristic pattern suggestive of different lung diseases. For example, Fig. 2 shows the F-V

curves of different diseases. Also, an F-V curve can be used to evaluate the acceptability and usability of the

performed maneuver. Fig. 3 shows several examples of unacceptable F-V curves. Usually, a set of lung function

indices are extracted from the F-V curve as indicators of some lung diseases like asthma and COPD [18]. The

most common lung function indices are listed below. Their graphical explanations are shown in Fig. 2(a).

• Forced vital capacity (FVC). Total air volume expelled.

• Forced expiratory volume in one second (FEV1). Air volume expelled in the first second.

• FEV1/FVC. The ratio of FEV1 and FVC.

• Peak expiratory flow (PEF). The maximum expiratory airflow rate.

Apart from the above four indices, other important lung function indices are also measured by clinical spirometers.

These indices are summarized as follows.

• Forced expiratory flow at x% point of FVC (FEFx%). The instantaneous expiratory flow rate at 𝑥% of

FVC where 𝑥 is usually 25, 50 and 75 [10, 12].

• Forced mid-expiratory flow (FEF25−75%). The averaged expiratory flow rate from the 25% FVC to 75%

FVC [47].

• Forced inspiratory vital capacity (FIVC). Total air volume inhaled in the inspiratory phase [30].

• Peak inspiratory flow (PIF). The maximum airflow rate during the inspiratory phase [10].

• Forced inspiratory flow at x% point of FIVC (FIFx%). The instantaneous inspiratory flow rate at 𝑥% of

FIVC where 𝑥 is usually 25, 50 and 75 [10].

These indices are also crucial for lung function assessment. For example, FEF25%, FEF50% and FEF75% serve as

landmarks of the middle phase of expiration, which can indicate the status of small airways [13], FEF25−75% is a

helpful predictor for the development of COPD [23]. Apart from expiratory indices, some inspiratory indices also

help to assess lung function. For example, PIF is a sensitive indicator to variable extrathoracic obstruction [51].

2.2 Correlation between Airflow Speed and Airflow Sound
When an individual performs the expiratory maneuver, turbulence will form in the constrictive areas of the

respiration system, such as the trachea and mouth [35]. The turbulence flow will generate sound, which is often

called expiratory sound [35]. It has been shown that the intensity of forced expiratory sound generated by an

individual’s trachea is proportional to the flow rate that passes through the trachea [24]. However, the tracheal

sound intensity is also a function of the subject’s tracheal size and shape [24]. Since the shape of people’s trachea

is complex and various [19, 41], there is no well-developed theory to predict flow rate directly based on expiratory

sound. Apart from the trachea and mouth, when a mouthpiece is used, turbulence flow will also form inside
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Fig. 4. The correlation between flow rate and airflow sound. From top to bottom are time-domain, frequency-domain, and
flow rate signals.

the mouthpiece, generating airflow sound whose intensity is proportional to flow rate [54]. As discussed in

Sec. 1, EarSpiro leverages such a correlation between airflow speed and sound to estimate the flow rate. An

intuitive example of this correlation is shown in Fig. 4 where the time and frequency domain of airflow sound

of a spirometry maneuver, as well as the ground truth flow rate, are present together. It is easy to observe the

consistency between the airflow sound and flow rate.

3 SYSTEM OVERVIEW
In this section, we give an overview of EarSpiro. We design three modules for EarSpiro. (i) Audio feature
extraction module. This module extracts time-frequency features from the audio recordings because the raw

expiration and inspiration signals have certain frequency characteristics. (ii) Expiratory and inspiratory phase
segmentation module. We design this module because it is not always easy to localize the airflow signal from

the entire audio recording, especially for the inspiratory signal. Therefore, we use this module to separate the

expiratory and inspiratory signals from other signals. (iii) Deep learning-based F-V curve estimation module.

Since the correlation between airflow sound and flow rate is complex, we use deep learning techniques to model

this correlation. In addition, when using EarSpiro with new mouthpiece-like objects (e.g., a funnel), we use deep
learning techniques to adapt EarSpiro’s functionality to this new mouthpiece with as little prior knowledge

as possible. The system diagram of EarSpiro is shown in Fig. 5. The following briefly introduces the working

pipelines of the three modules.

(1) Audio feature extraction. This module takes the raw audio recordings as the input. First, an energy-

based method is used to roughly locate the expiratory and inspiratory signals. Then, a short-time Fourier

transform (STFT) and a Mel filter bank are applied to extract the time-frequency features from the audio

signal.

(2) Expiratory and inspiratory phase segmentation. This module operates on the obtained Mel spec-

trogram. First, an energy-based algorithm is used to localize the expiratory phase. Then, a K-means

clustering-based segmentation algorithm is applied to localize the weak inspiratory signal.

(3) Deep Learning-based F-V Curve Estimation. A CNN-GRU model is trained by the segmented features

and the corresponding ground truth flow rate with data augmentation. The flow rate output by the model

is then transformed into an F-V curve. To adapt the model to a new mouthpiece, virtual flow rate samples

are first generated by a decoder network from a few true lung function indices from the user. Then, the

model is fine-tuned by the Mel spectrogram features generated from the new mouthpiece and the virtual

flow rate samples.
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Fig. 5. The workflow of EarSpiro.

4 SYSTEM DESIGN
In this section, we elaborate on the design details of EarSpiro. The following three subsections discuss the three

main modules of EarSpiro.

4.1 Audio Feature Extraction
After receiving the raw audio recordings from the earphone, EarSpiro first applies STFT to extract time-frequency

features because, as validated bymedical research, the forced breathing sound has distinct frequency characteristics

[26]. Fig. 6(a) shows the spectrogram after applying STFT to the audio signal. The powerful regions around 3-6

seconds and 8-9 seconds represent the expiratory and inspiratory phases, respectively.

It is worth noting that the output spectrogram is usually high-dimensional because of the large number of

frequency samples. Therefore, we apply a Mel filter bank to the spectrogram to reduce the feature size. An

advantage of the Mel filter bank is that it is a set of filters whose bandwidth is increased exponentially with

frequency. In other words, it puts more weight on the lower frequencies. Since the spectral features of the human

voice are centered at the lower frequencies, the Mel filter bank can emphasize the low-frequency features. To

compute the Mel filter bank, we first transform the target frequency range (i.e., 0.5-15𝑘𝐻𝑧) from the Hertz scale

to the Mel scale and equally divide the frequency range into 𝑀 central frequencies for the filters where 𝑀 is

the number of filters. Then the central frequencies are transformed back to the Hertz scale. The transformation

functions are 𝑀 (·) and 𝑀−1 (·) where 𝑀 (·) is given by 𝑀 (𝑓 ) = 1125 · log(1 + 𝑓 /700). We denote the central

frequencies in the Hertz scale as 𝑓𝑚 with ascending order where𝑚 takes from 1 to𝑀 . We denote the boundary

frequencies as 𝑓0 and 𝑓𝑀+1. Then, the frequency response of each filter in the filter bank is computed as [32]:

𝐻𝑚 (𝑘) =


2(𝑘−𝑓𝑚−1 )

(𝑓𝑚+1−𝑓𝑚−1 ) (𝑓𝑚−𝑓𝑚−1 ) , 𝑓𝑚−1 ≤ 𝑘 ≤ 𝑓𝑚
2(𝑓𝑚+1−𝑘 )

(𝑓𝑚+1−𝑓𝑚−1 ) (𝑓𝑚−𝑓𝑚−1 ) , 𝑓𝑚 ≤ 𝑘 ≤ 𝑓𝑚+1
0 , otherwise,

(1)

where𝑚 = 0 to𝑀 ,𝑀 is the number of filters, and 𝑓𝑚 is the central frequency of the𝑚th filter. All the 𝑓𝑚’s are

equally spaced in Mel scale. Then, the Mel spectrogram is computed as M = H⊤S, where M, H and S are the Mel

spectrogram, the Mel filter bank, and the original spectrogram. The generated Mel spectrogram is shown in Fig.
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Fig. 6. Spectrogram and Mel spectrogram.

Table 1. Parameters in the audio feature extraction module.

Para Explanation Value
𝑓𝑠 Sampling frequency. 48000

𝑇𝑤𝑖𝑛 Length of each STFT segment. 50𝑚𝑠

𝑁𝐹𝐹𝑇 FFT point. 2400

𝜌𝑜𝑣𝑙𝑝 Overlap ratio between segments. 75%

𝑓𝑙𝑜𝑤 The lowest frequency. 0.5𝑘𝐻𝑧

𝑓ℎ𝑖𝑔ℎ The highest frequency. 15𝑘𝐻𝑧

𝑀 Number of filters in the Mel filter bank. 100

6(b). The parameters used in this module are summarized in Tab. 1. The first four parameters are of common

values, and we select the value of the last three parameters empirically.

4.2 Expiratory and Inspiratory Phase Segmentation
In this section, we discuss the methods and algorithms to localize the expiratory phase and the inspiratory

phase from the features derived from the last module. Although Fig. 6(b) implies that it is straightforward to

identify the expiratory and inspiratory phases, it is not always easy to observe such a clear pattern. First, there is

environmental noise. Although, as we shall discuss in Sec. 6 that we assume the user is in a quiet environment

when using EarSpiro, it is still inevitable to record environmental noise. For example, when the user expires or

inspires with maximal efforts, noise can accidentally be generated by friction between the user and the chair or

the floor. Also, inertial body sound such as teeth knocking can happen during spirometry. Secondly, inspiratory

sound can be too weak to identify [27, 37], especially for users with limited lung function. Therefore, we design

special algorithms to extract the expiratory and inspiratory signals.

4.2.1 Expiration Segmentation. To localize the expiration signal, we first identify the start time of expiration.

This is not difficult since the spirometry maneuver starts with a blast of expiration where the audio recording

shows a sudden energy jump (Fig. 7(a)). Therefore, we first obtain the energy profile of the Mel spectrogram by

taking the average along the frequency axis (Fig. 7(b)). Note that, generally, there is noise in the Mel spectrogram,

which results in spikes in the energy profile. These spikes can be removed by a Hampel filter (brown line in Fig.

7(b)). Then, we use a gradient search algorithm to find the expiratory starting point based on the energy profile.

The algorithm, detailed in Algorithm 1, searches along the time axis starting from the maxima until the gradient

decreases to a predefined threshold. The estimated start time of the example above is shown in Fig. 7(b) with a

triangle marker.
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Fig. 7. Expiratory phase segmentation. (a) Mel spectrogram. (b) Energy profile of the Mel spectrogram. (c) Energy profiles of
the five sub-bands.

Next, we estimate the end time of the expiratory phase. Different from the start of the expiration, where all the

frequencies consistently show a sharp rise, at the end of the expiration phase, different frequency components

vanish at different times, as shown in Fig. 7(a). Therefore, to estimate the expiratory end time, we divide the

Mel frequency band into five sub-bands and make the end time estimations separately using the gradient search

algorithm discussed above. The five energy profiles of these five bands are shown in Fig. 7(c). The end times of

these energy profiles estimated by the gradient search algorithm are marked with triangles in Fig. 7(c). We select

the largest prediction as the end time estimation of the expiratory phase, i.e., the brown triangle in Fig. 7(c). The

algorithm for expiratory phase segmentation is described in Algorithm 1. The parameters in this algorithm are

selected empirically.

Algorithm 1 Expiratory Phase Segmentation

Input: 𝐸 [𝑛]: energy profile; 𝐸𝑘 [𝑛]: energy profiles of the target sub-bands; 𝑓𝑘 : central frequencies of the target sub-bands; 𝑑 :

step size;𝑤 : window length; 𝑐: stop criterion.

Output: 𝑛0: Estimated start time; 𝑛1: Estimated end time.

1: 𝑛0 ← Search(𝐸 [𝑛],−𝑑,𝑤, 𝑐) ⊲ Execute the gradient search algorithm.

2: for 𝑘 = 1 to 𝐾 do
3: 𝑛𝑘 ← Search(𝐸𝑘 [𝑛], 𝑑,𝑤, 𝑐) ⊲ Execute the gradient search algorithm on each sub-band.

4: end for
5: 𝑛1 ← max({𝑛𝑘 })
6: return 𝑛0, 𝑛1
7:

8: procedure Search(𝐸 [𝑛], 𝑑,𝑤, 𝑐) ⊲ The gradient search algorithm.

9: 𝑛 ← argmax(𝐸 [𝑛])
10: while 𝐸 [𝑛] ≥ 1

2
max(𝐸 [𝑛]) or 𝐸 [𝑛+𝑤 ]−𝐸 [𝑛]

𝑤 ≥ 𝑐 do
11: 𝑛 ← 𝑛 + 𝑑
12: end while
13: return 𝑛
14: end procedure

4.2.2 Inspiration Segmentation. After the expiratory phase is derived, we extract the inspiratory phase from

the remaining signal. Unlike the expiratory phase, where the time-frequency feature is clear and regular, the

inspiratory signal is easily masked by noise because the inspiratory sound is usually weak. For example, Figs. 8(a)

and 8(f) show two examples of the Mel spectrogram of the inspiratory signal where the red rectangles mark the

actual inspiratory interval according to the ground truth flow rates which are shown in Figs. 8(b) and 8(g). In
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Fig. 8. Two examples of inspiratory phase segmentation. (a-e) The first example. (f-j) The second example.

Algorithm 2 Inspiratory Phase Segmentation

Input: 𝑀 [𝑛]: Mel spectrogram; 𝑁𝑒𝑥𝑡 : extension time.

Output: 𝑛0: The estimated inspiratory start time; 𝑛1: The estimated inspiratory end time;

1: for 𝑛 = 1 to 𝑁 do
2: 𝑀 [𝑛] ← ZScore(𝑀 [𝑛]) ⊲ Compute the Z-score normalization.

3: end for
4: {𝑐𝑖𝑛, 𝑐𝑛𝑜𝑖𝑠𝑒 , 𝑐𝑛𝑢𝑙𝑙 } ← KMeans(𝑀 [𝑛]) ⊲ Execute the K-means clustering algorithm.

5: 𝑐𝑖𝑛 ← Select the target cluster using the criteria in Sec. 4.2.2

6: 𝑛0 ← min(arg(𝐶 [𝑛] = 𝑐𝑖𝑛))−𝑁𝑒𝑥𝑡

7: 𝑛1 ← max(arg(𝐶 [𝑛] = 𝑐𝑖𝑛))+𝑁𝑒𝑥𝑡

8: return 𝑛0, 𝑛1

these two examples, the energy of the inspiratory signal is lower than the environmental noise, as shown in Figs.

8(c) and 8(h). Therefore, the energy-based method introduced in the previous subsection is no longer suitable for

extracting the inspiratory interval.

To solve this challenge, we observe that although it is difficult to distinguish the inspiratory signal from

noise signals solely based on the energy characteristics, the inspiratory signal still has different frequency

distribution compared with the noise signal. Let us consider the frequency distribution at every time instances of

the Mel spectrogram. There are usually three types of signals: (i) inspiration, where the frequency distribution is

consistent, and the power decreases smoothly as the frequency increases, (ii) noise, where the energy distribution

is usually random, and (iii) null, where there is neither inspiratory signal nor noise signal and the power across

all frequencies are low. To separate the inspiratory sound from the other two, we use the k-means clustering

algorithm [31] to cluster all the time samples into three clusters. The feature to compute the per-sample distance

in the k-means clustering algorithm is the Z-score normalized frequency distribution, as shown in Figs. 8(d) and

8(i). The clustering results are shown in Figs. 8(e) and 8(j) with blue lines.

Although the clustering algorithm can separate the inspiratory signal from the environmental noise, the

algorithm does not output which cluster represents the inspiratory signal. Therefore, because the power of the

inspiratory signal is consistent while the power of noise is usually spike-like and the null signal has little power,

we design the following screening process to identify the cluster that represents inspiration. First, we compute
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the mean energy of the three clusters based on the energy profile. Then, we select the cluster that has the largest

mean energy as the inspiration signal. Note that the estimated inspiratory signal may not be continuous in time,

as shown in Figs. 8(e). Therefore, we group the nearby inspiratory intervals into one. The predicted inspiratory

intervals are shown with orange lines in Figs. 8(e) and 8(j) and denoted with yellow squares in Figs. 8(a) and

8(f). Since the start/end time predicted by the above algorithms always underestimate the actual inspiratory

interval according to our experiments, we extend the start/end time estimation by an additional one second

(dashed yellow squares in Figs. 8(a) and 8(f)). Although this extension may accidentally include other signals, we

will discuss in Sec. 4.3 that by using a certain data augmentation technique, EarSpiro can tolerate this error. The

inspiratory phase segmentation algorithm is summarized in Algorithm 2.

4.3 Deep Learning-based F-V Curve Estimation
After extracting the expiratory and inspiratory features from the audio signal, we use a deep learning approach to

estimate the flow rate. Specifically, we use a CNN-GRU-based flow rate estimator to interpret the segmented Mel

spectrogram into flow rate. The rationale behind this design is two-fold. First, the Mel spectrogram is image-like

data. Therefore, we use CNN to process it. Second, random inertial body sounds can coexist with the airflow

sound (e.g., Fig. 8(a)). Since recent research has shown that RNN can filter out non-Gaussian noise [49], we

connect a GRU after the CNN. Apart from the model architecture, we also need to consider the data quality

when training the model. During the expiration phase, the airflow is mostly slow except for the beginning part.

Therefore, a large portion of Mel spectrogram shows nearly no energy (e.g., Fig. 9(a)). Hence, training with the

original expiratory data can make the model overfit to the low-flow rate part. Meanwhile, since the inspiratory

interval tends to be over-estimated (explained in Sec. 4.2.2), the trained model must tolerate this error. To improve

the data quality, we adopt two data augmentation strategies, that is, truncating and zero-padding, to enhance the

dataset.

Another objective of this module is to adapt the deep learning model to any mouthpiece or even other

mouthpiece-like objects, such as a funnel. The benefit of this design is that users of EarSpiro can use daily

funnel-like objects to perform lung function assessment instead of being limited to the same mouthpiece used in

training data collection. However, as discussed in Sec. 1, the challenge is that the ground truth flow rate, in this

case, is unavailable. Therefore, training a new model for each new funnel is infeasible. Our observation to solve

this challenge is that a user can easily know his/her lung function indices (after a visit to the clinic), and we can

use a deep learning-based decoder to generate virtual flow rate samples from the lung function indices as implied

by previous research [16]. These virtual flow rate samples can serve as the ground truth for transfer learning. In

this way, we can adapt the model to any funnel. The detailed model adaptation framework is discussed in Sec.

4.3.3.
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Fig. 11. Flow rate decoder. (a) The architecture. (b) Reconstructed flow rate samples.

4.3.1 Data Augmentation. As discussed above, we use truncating and zero-padding to enhance the expiratory

and inspiratory datasets. To truncate an expiratory sample, we first discard the tail portion where the flow rate is

less than 0.2𝐿/𝑠 . Then, we extend the endpoint of this sample by a random 0-1 second. For an inspiratory sample,

we randomly pad 0-1 second of zeros at the two sides of the ground truth. We also extend the corresponding Mel

spectrogram of this sample to the same length. Examples of the data augmentation process are shown in Fig. 9.

4.3.2 Flow Rate Estimator Design. The flow rate estimator in EarSpiro is a hybrid model which contains a CNN

followed by a GRU. The model architecture is shown in Fig. 10. The CNN model consists of three convolutional

layers followed by a leaky ReLU activation with a negative slope of 0.01. Since EarSpiro leverages two earphones

to collect airflow sound, we use two identical CNNs to process the two audio signals separately. The outputs of

the two CNNs are concatenated and fed to the GRU model sequentially along the time axis. Two consecutive

fully-connected layers further process the output of each GRU cell for flow rate regression. A dropout layer follows

the first fully-connected layer. After the flow rate estimation is obtained, we take the cumulative summation

of the predicted flow rate to obtain the airflow volume. Finally, we construct the F-V curve on the flow-volume

domain.

We train two separate estimators for expiration and inspiration. The loss function used to train the models is

the mean squared error (MSE) loss. The optimizer is Adam [34] with a 0.001 learning rate. We empirically set the

dropout rate to be 0.5 and 0.2 for the expiratory and inspiratory estimators, respectively. Examples of flow rate

estimation based on the Mel spectrograms in Fig. 12(a) are shown in Fig. 12(b). The corresponding F-V curve

estimation is shown in Fig. 12(c).

4.3.3 Adaptation to Any Funnel-like Objects. When a new funnel (e.g., Fig. 15) is used as the mouthpiece, the

produced airflow sound has different spectral characteristics compared with the standard mouthpiece (Fig. 13(a)).

Therefore, if we directly leverage the deep learning model trained in the previous section to estimate the F-V

curve, the result will be erroneous (brown curves in Figs 13(b) and 13(c)). As discussed above, we apply transfer

learning to adapt the basic model to new funnel-like objects using virtual flow rate samples generated by a decoder

network. We first introduce the decoder network design. Then we discuss the transfer learning framework we

use for model adaptation.

The decoder architecture is shown in Fig. 11(a). It is composed of five stacked fully-connected layers. We use

separate decoders for expiration and inspiration. The input for this decoder is the eight expiratory indices or the

five inspiratory indices as listed in Sec. 2.1. The output of this decoder is a signal of 400 samples representing the

reconstructed flow rate sample of four seconds. We limit the output size to four seconds because we find that

most airflow sound generated through spirometry is within four seconds. An example of the decoded flow rate

sample is shown in Fig. 11(b).
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Fig. 12. F-V curve estimation. (a) Mel spectrogram (Top: ex-
piration. Bottom: inspiration). (b) Flow rate estimation (Top:
expiration. Bottom: inspiration). (c) F-V curve estimation.
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Fig. 13. Model adaptation. (a) Mel spectrogram (Top: mouth-
piece. Bottom: funnel). (b) Flow rate estimation (Top: expira-
tion. Bottom: inspiration). (c) F-V curve estimation

After the decoder generates the virtual flow rate samples, we use these samples together with the Mel

spectrogram generated through the funnel to perform transfer learning. Specifically, we randomly pair the

available virtual flow rate samples and the Mel spectrogram to form a dataset. We then freeze the flow rate

estimator’s CNN layers and fine-tune the GRU and fully-connected layers. After this adaptation process, the user

can directly perform the spirometry maneuver through the funnel, and the adapted model will produce the user’s

F-V curve accordingly. The flow rate estimation after model adaptation is shown in Fig. 13(b) with blue curve and

the final F-V curve estimation is shown in Fig. 13(c) with blue curve.

5 IMPLEMENTATION
The prototype of EarSpiro is shown in Fig. 14(a). Although some commercial earphones are equipped with

microphones [3], the raw audio recordings from these microphones are not accessible to developers. Therefore,

we integrate a MEMS microphone [11] on a pair of commercial earphones [6]. This earphone is chosen because

a recent work [38] reports that it has an excellent structural property suitable for integrating an additional

microphone. The microphones are connected to the interface circuit connected by a Seeed ReSpeaker voice

accessory board [9] for data acquisition. The system is powered by a Raspberry Pi 3 Model B+ [8]. We use the

Audacity software [4] to record audio signals, which are saved as a WAV file in the disk drive of the Raspberry Pi

for further processing. We implement the software of EarSpiro on a laptop and train the deep learning models on

Google Colab [28] with an Nvidia T4 GPU. The software is written in Python 3.7, and the deep learning module

is implemented with PyTorch 1.7 [7].

6 EVALUATION
In this section, we evaluate the performance of EarSpiro with extensive experiments under various parameter

configurations and several real-world scenarios.

6.1 Data Collection
We recruit 60 subjects to participate in our experiments. The subjects are all students and staff on our campus.

Six of the recruited subjects self-reported having asthma. One of these asthma patients is female, and the others

are males. The age of these patients is from 21 to 27 years old. The demographics of the recruited subjects

are summarized in Tab. 2. Unless otherwise specified, all the experiments are conducted in a quiet conference

room with normal furniture and facilities. The subjects are asked to perform the spirometry maneuver three

times through a mouthpiece connected to a certified spirometer [12] while wearing the EarSpiro prototype. The

spirometer collects the ground truth flow rate while EarSpiro records audio signals.
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Fig. 14. EarSpiro implementation. (a) The prototype. (b) The spirometer used for ground truth collection.

Fig. 15. A funnel that can serve as mouthpiece.

Table 2. Demographics of the participants.

Category Valuea

Age (years) 27.4 (20-70)

Female 21 (35%)

Height (cm) 171.6 (156-188)

Weight (kg) 63.7 (43-92)

BMI (kg/m
2
) 21.5 (16.2-27.7)

a
Average values are given in each category.

Before each data collection session, the researcher conducts informed consent and explains the spirometry

protocol to the subject according to the ATS/ERS standard [30]. A video clip recorded by a professional pulmo-

nologist [2] is also presented to the subject for a better understanding of the procedure. Nevertheless, We notice

some maneuvers from several subjects that do not strictly comply with the guideline. We keep these data in our

dataset because we want the model to learn how to predict the correct F-V curve even if the maneuver contains

deficiencies. Sec. 6.9 evaluates EarSpiro’s performance on these data.

We have collected 180 samples in total. Since the spirometer and the earphone are not synchronized, we

manually align the audio recordings with the ground truth. The experiments are approved by the IRBs of our

institutions
1
.

6.2 Measurement Accuracy
In this section, we evaluate the general performance of EarSpiro. We first discuss EarSpiro’s accuracy of flow rate

estimation and F-V curve estimation. Then, we discuss the accuracy of predicting lung function indices. In this

section, unless otherwise noted, we use leave-one-subject-out (LOSO) validation to evaluate the performance.

6.2.1 Flow Rate Estimation. Since the primary output of EarSpiro is the expiratory/inspiratory flow rate, in this

subsection, we evaluate EarSpiro’s performance of flow rate estimation. Because EarSpiro performs segmentation

before estimating the flow rate, the predicted and actual flow rates can be misaligned. Therefore, we manually

pad zeros before and after the predicted flow rate signal to align the predicted and the actual flow rate. We use

1
HKUST Human Research Ethics Protocol No. HREP-2021-0152 and SUSTech IRB No. 20210082.
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Fig. 16. Flow rate estimation error. (a) CDF plot of mean
absolute error of expiration estimation. (b) CDF plot of mean
absolute error of inspiration estimation. (c) Expiratory flow
rate error distribution over time. (d) Inspiratory flow rate
error distribution over time.
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Fig. 17. F-V curve estimation error. (a) CDF plot of mean
absolute error of expiratory limb estimation. (b) CDF plot
of mean absolute error of inspiratory limb estimation. (c)
Expiratory limb’s error distribution over the volume-axis . (d)
Inspiratory limb’s error distribution over the volume-axis.

absolute mean error as the metric to measure the error. Specifically, for each pair of actual flow rates and its

prediction, we compute the absolute error of each sampling point and take the average of all sampling points. The

CDF plots of the error are shown in Figs. 16(a) and 16(b). The mean errors of flow rate estimation are 0.20𝐿/𝑠 for
expiration and 0.42𝐿/𝑠 for inspiration. Note that the expiration estimation is more accurate than the inspiration.

We believe this is because the inspiratory airflow sound is much lower than that of expiration, thus making it

harder for inspiration estimation. We also show the error distributions over time in Figs. 16(c) and 16(d). It is

worth noting that in Fig. 16(d), the tail portion of the plot has no standard deviation, this is because there is only

one inspiration sample that takes almost 5 seconds while others are all within 4 seconds.

6.2.2 Flow-Volume Curve Estimation. We use mean absolute error to measure EarSpiro’s performance of F-V

curve estimation. Specifically, when computing the mean absolute error between a true F-V and the predicted

one, we first compute the point-wise absolute error over the volume axis with a step size of 0.01𝐿 and then take

the average of all the samples as the error of this pair of F-V curves. The CDF plots of the errors of expiration

limb and the inspiration limb are shown in Fig. 17(a) and 17(b). The mean expiratory limb estimation error is

0.61𝐿/𝑠 , and the error for the inspiratory limb is 0.83𝐿/𝑠 . This error is almost twice as large as the flow rate

estimation error presented in the last section. This result is reasonable because before generating the F-V curve,

EarSpiro computes airflow volume by taking the cumulative summation of the flow rate, and errors in flow rate

estimation will accumulate by the cumulative summation operation. Figs. 17(c) and 17(d) also present the error

distributions of F-V curve estimation along the volume axis. Note that because of error accumulation, the end of

the inspiratory limb can have an error of more than 3𝐿/𝑠 . Nevertheless, this huge error is rare, as indicated in the
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Fig. 18. F-V curve estimation. (a-c) Examples of estimated
F-V curve ranked by mean absolute error. (d) Pearson corre-
lation coefficients of F-V curve estimation.
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(a) A 29 y/o male.
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(b) A 22 y/o female
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(c) A 70 y/o male.
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(d) A 70 y/o female.

Fig. 19. Examples of F-V curve of different age groups. (a)
Sample of a 29 y/o male. (b) Sample of a 22 y/o female. (c)
Sample of a 70 y/o male. (d) Sample of a 70 y/o female.

CDF plot. We rank all the estimated F-V curves by their average mean absolute error, and we present the sample

ranked at the top 25%, top 50%, and low 25% in Figs. 18(a), 18(b), and 18(c).

We also use the Pearson correlation coefficient to measure the similarity between the true F-V curve and

the predicted one. The result is shown in Fig. 18(d). In summary, EarSpiro can estimate the F-V curve with a

mean correlation coefficient of 0.94 compared with the ground truth. Specifically, the correlation coefficients of

the expiratory limb and the inspiratory limb are 0.97 and 0.82, respectively. This result indicates that EarSpiro

can reliably capture the basic shape of a user’s F-V curve. Fig. 19 shows additional examples of the F-V curve

estimation of subjects of different age groups.

6.2.3 Lung Function Indices Estimation. Fig. 20 shows the CDF plots of the percent estimation error of four

primarily used lung function indices, that is, PEF, FVC, FEV1, and FEV1/FVC. The mean errors of these four lung

function indices are 6.5%, 9.9%, 7.8%, and 5.1%. The overall mean error of these four indices is 7.3%. The FEV1/FVC

has the lowest error among these four indices. We believe this is because of the composite nature of this index,

where the fraction of FEV1 and FVC cancels out the correlated errors from each other. Note that this error of

5.1% is very close to in-clinic spirometers whose errors are usually around 5% [27, 50]
2
. Considering the widely

accepted standard for COPD diagnosis is to examine the FEV1/FVC value [48], we believe EarSpiro can provide a

usable and cost-efficient solution for out-of-clinic lung function tracking. We also present our evaluation result

to a pulmonologist. The pulmonologist states that although the accuracy of our system is not as good as that of a

conventional spirometer, it can be used in home scenarios for everyday lung function monitoring. Therefore, we

2
The authors in [27] compared the perspective measures of two clinical spirometers based on the same group of subjects. They found that

the measurement differences of PEF, FVC, FEV1, FEV1/FVC are 9.2%, 5.2%, 5.1% and 3.2% respectively.
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(c) FEV1.
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(d) FEV1/FVC.

Fig. 20. Estimation error of four common lung function indices.
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Fig. 21. Lung function index estimation error.
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Fig. 22. Segmentation error of the expiration phase and in-
spiration phase.

believe users can use EarSpiro as a tracking tool for early warning signs of abnormal lung function. The user

could use EarSpiro regularly at home and go to a clinic for further assessment if EarSpiro detects abnormalities.

We note that the error of FVC is slightly higher than the other three. This is because the output of the deep

learning model is the flow rate, and FVC is computed by taking the summation of the flow rate estimation. In this

way, errors are accumulated.

In addition to the above four commonly used lung function indices, in-clinic spirometers usually provide other

lung function indices that are also sensitive to lung diseases, as discussed in Sec. 2.1. Therefore, since EarSpiro

can estimate the full F-V curve, we also evaluate EarSpiro’s accuracy in estimating these additional lung function

indices. The result is shown in Fig. 21. Note that in addition to leave-one-subject-out validation, we also present

the result of 5-fold cross-validation (CV) where data from the same subject are either in the training or testing

sets. This result indicates that apart from the expiratory lung function indices, EarSpiro can also estimate the

inspiratory indicators. Again, the inspiratory error is higher than the expiratory indicators because the inspiratory

measurement is harder than expiration. We observe that the errors of FEF and FIF increase proportionally to

volume. This is because the error of volume estimation accumulates over time, so the larger the volume is, the

larger the error will be.

6.3 Accuracy of Expiratory and Inspiratory Phase Segmentation
In this section, we evaluate the performance of the expiratory and inspiratory phase segmentation algorithms.

We compute the absolute errors of the expiratory and inspiratory phases’ estimated start time and end time. The
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(a) Error of expiratory limb.
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(b) Error of inspiratory limb.
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(c) Error of lung function index estimation.

Fig. 23. Effectiveness of the deep learning architecture.
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(a) Error of expiratory limb.
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(b) Error of inspiratory limb.
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(c) Error of lung function index estimation.

Fig. 24. Effectiveness of the data augmentation.

CDF plots of the results are shown in Fig. 22. Since the expiration signal contains a sharp energy rise, it is easy to

locate the start of the expiratory phase. Therefore, the estimated expiratory start time is almost perfect. However,

since the airflow sound is weak at the end of expiration, the error of end time estimation can be large. As for the

inspiratory phase, although the inspiratory signal can be very weak sometimes, by leveraging our segmentation

algorithm, EarSpiro can still achieve an accurate segmentation. Note that because we manually extend the start

time estimation and the end time estimation of an inspiration sample for one second (discussed in Sec. 4.2), the

start time estimation is generally before the actual start time and the end time estimation generally exceeds the

actual end time. As we discussed in Sec. 4.3.1, the augmentation techniques can tolerate this error.

6.4 Benefits of the CNN-GRU architecture
As discussed in Sec. 4.3, the deep learning model used in EarSpiro contains CNN and GRU units. To evaluate

the effectiveness of this design, we conduct an ablation experiment to test the gain of each unit. Specifically, we

test the performance when only CNN is used, only GRU is used, and the hybrid model is used. We use 5-fold

cross-validation for evaluation. The result is shown in Fig. 23. The mean F-V curve estimation errors when the

above three models are used are 0.905𝐿/𝑠 , 0.654𝐿/𝑠 and 0.652𝐿/𝑠 for the expiratory limb, and 1.038𝐿/𝑠 , 0.880𝐿/𝑠
and 0.824𝐿/𝑠 for the inspiratory limb. This result indicates that the CNN-GRU architecture achieves much better

performance than CNN. Compared with the GRU architecture, the hybrid architecture has little improvement in

expiration estimation, but one can observe a larger enhancement in inspiration estimation.
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(a) Error of expiratory limb.
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(b) Error of inspiratory limb.

Fig. 25. Impact of background noise.
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Fig. 26. Interference of teeth knocking.
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(a) Error of lung function index estimation.
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(b) Error of expiratory limb.
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(c) Error of inspiratory limb.

Fig. 27. Impact of Earphone position.

6.5 Benefits of Data Augmentation
As discussed in Sec. 4.3, we use two data augmentation techniques to train the expiratory and inspiratory models.

As a consequence, the dataset size increased from 180 samples to 900 samples. In this subsection, we evaluate the

effectiveness of these designs. We use 5-fold cross-validation for this evaluation. We retrain the expiratory and

inspiratory models without data augmentation. The performance of the new models is summarized in Fig. 24.

Specifically, if trained without data augmentation, the mean error of the expiratory limb increases from 0.51𝐿/𝑠
to 0.65𝐿/𝑠 , and the mean error of the inspiratory limb increases from 0.82𝐿/𝑠 to 1.33𝐿/𝑠 . This result indicates
that the data augmentation techniques can significantly improve the performance of the deep learning models.

6.6 Impact of Background Noise
In the above experiments, spirometry is conducted in a quiet environment. In this subsection, we evaluate the

performance of EarSpiro when there is additional noise in the environment. We create four noisy environments

with the following noise sources: an air conditioner, a fan, a television, and a loudspeaker that plays music. We

use a smartphone app [55] to measure the noise level in these noisy environments. Specifically, the noise level

of a quiet room is 17𝑑𝐵, and for the above four noisy environments, the noise levels are 22𝑑𝐵, 31𝑑𝐵, 42𝑑𝐵, and

64𝑑𝐵, respectively. We recruit four subjects to conduct five spirometry tests in the four noisy and standard quiet

environments. The result is shown in Fig. 25. This result indicates that EarSpiro can reliably estimate the four

common lung function indices under the first noisy environment. However, when the surrounding is too noisy,

say a fan is running, or a TV is open, the F-V curve generated by EarSpiro is less reliable, especially for the

inspiratory limb. Furthermore, when the environmental noise is too loud, say, reaches 64𝑑𝐵 in our experiment,

the lung function indices estimated by EarSpiro are unreliable.
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(b) Error of inspiratory limb.
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(c) Error of lung function index estimation.

Fig. 28. Evaluation on six patients.
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(a) Error of expiratory limb.
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(c) Error of lung function index estimation.

Fig. 29. Evaluation on abnormal F-V curves.

As discussed in Sec. 4.3, the deep learning model can filter out the noise caused by inertial body sounds such

as teeth-knocking sounds. Here, we use examples to show EarSpiro’s ability to mitigate such noises. We recruit

one subject to participate in this experiment. We ask the subject to perform the maneuver while intentionally

knocking the mouthpiece with her teeth. Fig. 26 shows the corresponding expiration and inspiration measurement.

These two examples imply that EarSpiro can tolerate inertial body sounds.

6.7 Impact of Earphone’s Position
When using EarSpiro, the user must wear a pair of earphones. In this section, we evaluate the impacts of the

earphones’ position on EarSpiro’s performance. We create the following three scenarios for this evaluation. (i)

The user wears the earphones correctly, (ii) The user hangs one earphone out of his/her ear while wearing the

other earphone correctly. Without loss of generality, we assume the right earphone is worn correctly. (iii) The

user hangs both of the earphones out of his/her ears. We recruit four subjects to participate in this evaluation.

The F-V curve estimation errors in the above three scenarios are shown in Figs. 27(b) and 27(c). The lung function

index estimation errors are shown in Fig. 27(a). This evaluation indicates that to let EarSpiro work properly, it is

essential to instruct the user to wear both of the earphones correctly, i.e., both earbuds must be worn in the ear

canals.

6.8 Performance on Subjects with Lung Function Impairments
As explained in Sec. 6.1, our dataset contains six self-reported asthma patients. In this subsection, we show

EarSpiro’s performance on this group of subjects. Note that these subjects only contribute dozens of spirometry

samples which may not be enough to prove EarSpiro’s performance on lung disease patients. We present this
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(a) Lung function index estimation error.
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(b) Error of expiratory limb.
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(c) Error of inspiratory limb.

Fig. 30. EarSpiro’s performance when used with a funnel.

result to showcase EarSpiro’s potential for measuring the F-V curve of lung disease patients. As we discuss in

Sec. 7, more data from patients are required to evaluate EarSpiro’s clinical value on lung disease patients. We

compute the mean absolute error of the estimated F-V curve from these patients, and the errors of the expiratory

and inspiratory limbs are shown in Figs. 28(a) and 28(b). We also summarize the prediction error of the lung

function indices as shown in Fig. 28(c). The above figures also include the corresponding results from normal

subjects for reference.

6.9 Performance on Abnormal F-V Curves
Spirometry requires a subject to expire and inspire with his/her maximal efforts. A subject may produce a less

useful result if there is a lack of practice. One of the common spirometry deficiencies is sub-maximal expiration

effort, characterized by a rounded shape of the expiratory limb where no distinct peak can be found (e.g., Fig.
3(a)). We evaluate EarSpiro’s performance on this specific abnormal F-V pattern in this subsection. We have

identified 37 samples that fall into this category, and we evaluate EarSpiro’s accuracy on these samples. Figs.

29(a) and 29(b) show the expiratory error and the inspiratory error of the estimated F-V curve. Fig. 29(c) shows

the accuracy of lung function index prediction. Again, these figures include the corresponding performance of

normal F-V curves.

6.10 Accuracy with Funnel-like Objects
Apart from the standard mouthpiece, we evaluate EarSpiro’s performance on a funnel shown in Fig. 15. We

recruit six subjects (five males and one female) to participate in this evaluation. We first ask the participants to

perform three spirometry tests with the standard spirometer to collect three sets of lung function indices. Then,

we ask the participants to perform seven spirometry maneuvers through the funnel. When using the funnel,

we let the participants hold the funnel tip with their mouth and exhale and inhale according to the standard

spirometry protocol while wearing the earphone. Among the seven maneuvers, the data from the first one, two,

and three maneuver(s) is(are) used, together with the reconstructed flow rate data, for model adaptation. Finally,

we use the data from the last four maneuvers to test the performance of the adapted model. The result is shown

in Fig. 15. The mean F-V curve estimation errors when three samples, two samples, one sample and no sample are

used are 0.49𝐿/𝑠 , 0.54𝐿/𝑠 , 0.57𝐿/𝑠 and 1.40𝐿/𝑠 for the expiratory limb, and 0.98𝐿/𝑠 , 1.14𝐿/𝑠 , 1.36𝐿/𝑠 and 2.68𝐿/𝑠
for the inspiratory limb.
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7 LIMITATIONS AND DISCUSSION
Though we have shown that EarSpiro can provide comprehensive and reliable spirometry for common use cases,

this work still has its limitations. In this section, we discuss these limitations, and we point out future research

directions to improve EarSpiro.

(1) Variety of subjects. In this work, we recruit 60 subjects who are all college students or staff. Most subjects

are healthy adults. However, To better evaluate EarSpiro’s robustness, more subjects with more age groups

and social backgrounds need to be included in the future study. Also, it is better to conduct a clinical study

to thoroughly verify the clinical value of EarSpiro for CRD patients. We leave this to our future work.

(2) Accuracy of some lung function indices. As discussed before, all the volume-related indices (such as

FVC, FEF𝑥%) are less accurate than the others. This is because the primary objective of the deep learning

model is to estimate the flow rate. Since the volume is computed by taking the accumulative summation

of the flow rate estimation, the errors of the flow rate estimation will accumulate, which results in more

significant errors in the volume estimation. To solve this issue, future research can use multi-task learning

techniques [60] to predict the flow rate and volume at the same time. In this way, there is less dependency

between flow rate and volume, and thus the errors in volume prediction might be lower. A recent work [16]

uses an end-to-end deep learning model to predict all the lung function indices and another deep learning

model to regress the F-V curve from the indices. This is also a potential solution to the problem.

(3) Accuracy of inspiratory measurement. As shown in Sec. 6, the performance of the inspiratory mea-

surement of EarSpiro is worse than that of the expiratory measurement. This is because the inspiratory

flow rate is lower than expiration; thus, it is hard to predict the flow rate based on weak audio signals.

Future research can implement weight sharing between the expiratory and the inspiratory models. This

might improve the performance of the inspiratory model since, despite the low flow rate of inspiration, the

expiratory sound and inspiratory sound still share some similarities. Sharing weights can make the best

use of the available data.

(4) Adaptation to funnel-like objects. In the current design, once the flow rate estimator is adapted to a

funnel-like object by a user, the funnel can only be used by this user. However, it would be valuable that

once the model is adapted to an object by a user, the user can share the model parameters with other users

so that the other users can use EarSpiro with the same funnel-like object (not the exact same one but the

same product produced by the same manufacturer). Future research can use a more sophisticated model

adaptation framework to realize this potential design.

8 RELATED WORK
In this section, we review the research works related to this paper. They fall into the following two categories:

mobile spirometry systems and earphone-based sensing systems.

8.1 Mobile Spirometry Systems
Recent efforts have shown that spirometry can be conducted with mobile devices. A comparison of these works

in terms of functionality is shown in Tab. 3. Furthermore, since the target of these works is to predict the four

common expiratory lung function indices, we also compare the prediction accuracy of these indices between

EarSpiro and these works in Tab. 4. SpiroSmart [37] is a smartphone-based solution that predicts lung function

indices by analyzing the recorded expiratory sound. SpiroCall [27] further extends the idea of SpiroSmart to

telephony and implements the spirometry system as a phone call service so that the system can also be used in

situations where a smartphone is not available. EarSpiro is different from these two works. Instead of treating

the audio recording as a whole, EarSpiro captures the real-time correlation between flow rate and airflow sound

so that the F-V curve can be estimated. Although SpiroSmart and SpiroCall can also produce an F-V curve, it is
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Table 3. Comparison with related works.

Work Modality Measure Lung function index measurement F-V curve measurement
Expiration Inspiration Expiration Inspiration

SpiroSmart

[37]

Smartphone &

mouthpiece

(optional)

Audio

PEF, FEV1, FVC,

FEV1/FVC

None No
∗

No

BKSpiro

[53]

Smartphone Audio PEF, FEV1, FVC None No
∗

No

SpiroCall

[27]

Any phone &

mouthpiece

(optional)

Audio

PEF, FEV1, FVC,

FEV1/FVC

None No
∗

No

Karser et al.
[33]

Smartphone &

vortex whistle

Audio

PEF, FEV1, FVC,

FEV1/FVC,

FEF25−75%
None No

∗
No

Thap et al.
[52]

Smartphone Audio FEV1/FVC None No
∗

No

SpiroSonic

[50]

Smartphone

Chest wall

motion

FEV1, FVC,

FEV1/FVC, PEF
† None No No

mmFlow

[16]

Millimeter

wave radar

Vibration

PEF, FEV1, FVC,

FEV1/FVC, FEF25%,

FEF50%, FEF75%,

MMEF

None Yes No

EarSpiro

Earphone &

mouthpiece

Audio

PEF, FEV1, FVC,

FEV1/FVC, FEF25%,

FEF50%, FEF75%,

FEF25−75%

PIF, FIVC, FIF25%,

FIF50%, FIF75%

Yes Yes

∗
A curve is produced for visualization purpose. No quantitative evaluation is provided.

†
The performance of PEF prediction is not evaluated.

mainly for visualization, and no evaluation of the accuracy of the F-V curve is presented. Besides, while these

works focus on expiratory measurement, EarSpiro also supports inspiratory measurement. SpiroSonic [50] uses a

smartphone to capture chest motions during spirometry using acoustic sensing methods. SpiroSonic can estimate

the lung function indices by analyzing the chest motion patterns. Again, the objective of SpiroSonic is to predict

the expiratory lung function indices, while in EarSpiro, we are also interested in the F-V curve and inspiratory

measurement. Kaiser et al. [33] designs a set of vortex whistles that can produce sound whose frequency is

proportional to the airflow speed. Therefore, the F-V curve can be estimated by analyzing the frequency of

the recorded expiratory sound. The difference between this work and our work is that EarSpiro only requires

a mouthpiece available in the market, and EarSpiro supports inspiratory measurement. mmFlow [16] uses a

millimeter-wave (mmWave) radar to conduct spirometry. It requires a subject to perform the expiratory maneuver

to the radar while the radar measures its vibration during the maneuver and transforms the vibration signal

to the F-V curve. Although mmFlow can estimate the F-V curve as well, our work is different from mmFlow in

that EarSpiro is a low-cost solution while a mmWave radar is usually expensive, and mmFlow can only measure

expiration while EarSpiro can measure both the expiratory phase and the inspiratory phase. Plus, mmFlow is

only evaluated with a flow-volume calibrator [5] while we evaluate EarSpiro on 60 subjects. RF-RVM [21] is a

respiratory volume monitoring system based on RFID. RF-RVM tracks the respiratory volume by processing the
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Table 4. Comparison with related works in expiratory index measurement.

Metric Work Lung function index
PEF FVC FEV1 FEV1/FVC

Mean percentage

absolute error

SpiroSmart

[37]

5.2% 4.8% 6.3% 4.0%

BKSpiro

[53]

7.9% 6.7% 8.0% /

SpiroCall

[27]
∗★ 6.6% or 8.5% 6.5% or 7.0% 8.5% or 7.1% 5.5% or 8.9%

Thap et al.
[52]

/ / / 7.1%

EarSpiro 6.5% 9.9% 7.8% 5.1%

IQR
†

of

percentage error

Karser et al.
[33]

∗ 20% 17% 12% 8.0%

EarSpiro 11% 14% 10% 7.8%

Median percentage

absolute error

SpiroSonic

[50]
∗‡ / 2.1% or 11.5% 2.5% or 15.5% 1.6% or 8.5%

EarSpiro 5.7% 7.0% 5.5% 3.8%

Median

absolute error

mmFlow

[16]
⋄ 0.40L/s 0.03L 0.05L /

EarSpiro 0.45L/s 0.30L 0.15L /

∗
The result is estimated by reading the error chart in the paper.

★
The error of using or not using a whistle is given separately.

†
IQR: interquartile range.

‡
The errors are computed separately based on two dataset. One dataset contains five healthy adults and the other one

contains 83 pediatric patients.

⋄
The error is computed by simulation using a 3-L flow-volume calibrator.

phase derived from several RFID tags attached to the user. EarSpiro is different from RF-RVM in that EarSpiro

provides spirometry during forced expiration and inspiration while RF-RVM is designed to track normal breathing.

8.2 Earphone-based Sensing Systems
Recently, plenty of earphone-based sensing systems have been proposed. These systems mainly fall into three

categories: human-computer interaction (HCI), human authentication, and health monitoring. We first summarize

the earphone-enabled HCI systems. Ear-AR[59] is proposed to support acoustic augmented reality (AAR) by

jointly using the inertial sensors in earphones and smartphones, and acoustics in the earphones. EarFieldSensing

[40] introduces a gesture-based input system by sensing the facial muscle movements from the electric field

changes with the electrodes placed inside the ear canal. OESense [38] is a humanmotion sensing system leveraging

the occlusion effect inside the human ear. EarSense [45] is a teeth gesture sensing system powered by vibration

sensors in the earphone. Next, we summarize the earphone-based system for user authentication. Takayuki et al.
[17], EarEcho [25] and EarDynamic [57] are similar authentication systems that recognize a legitimate user by

extracting the ear canal signature by analyzing the acoustic features from the ear canal. For health-monitoring

applications, LIBS [42] can monitor whole-night sleep staging by incorporating electronic components from the

earphone. WAKE [43] is designed to detect microsleep events by capturing electronic signals behind the ears.

Hearables [29] is a multimodal physiological sensing system integrated with multiple sensors including in-ear

electroencephalogram (EEG) sensors and microphones. Heartphones [44] monitors heart rate by embedding a
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photoplethysmography (PPG) sensor. eBP [20] measures blood pressure from the user’s ear by integrating a pulse

sensor, a digital air pump, and a PPG sensor. Martin et al. [39] uses an in-ear microphone to measure the heart

and breathing rates by analyzing the audio features.

9 CONCLUSION
In this paper, we present EarSpiro, an earphone-based spirometry solution that can estimate the whole F-V curve,

including both the expiratory and the inspiratory limb. EarSpiro uses an earphone-equipped microphone to

collect expiratory and inspiratory sound and leverages deep learning techniques to interpret the sound signal

into an F-V curve. We build a prototype for EarSpiro, and Extensive experiments with 60 subjects show that

EarSpiro can accurately estimate expiratory and inspiratory flow rates with mean errors of 0.20𝐿/𝑠 and 0.42𝐿/𝑠 ,
respectively. EarSpiro can also reliably estimate the F-V curve with mean errors of 0.61𝐿/𝑠 for the expiratory
limb and 0.83𝐿/𝑠 for the inspiratory limb. The mean correlation coefficient between the estimated F-V curve and

the true one is 0.94. The mean estimation error for four standard lung function indices is 7.3%.
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